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Abstract

With recent advances in deep learning, Sign Language
Translation (SLT) technologies have shifted toward large-
scale training with pretrained large language models
(LLMs). However, most language models and datasets are
provided for American Sign Language (ASL) and British
Sign Language (BSL). To achieve similar advances for
Turkish Sign Language (Türk İşaret Dili - TID) transla-
tion, we present the first large-scale open-source transla-
tion dataset, comprising over 500 hours of video footage
and aligned Turkish translations by utilizing publicly avail-
able YouTube content. In this work, our dataset provides
a scalable and reproducible framework for SLT. We pro-
vide SLT benchmarks using baseline models based on pre-
trained LLMs as well as the additional improvements with
augmentations on text and sign modalities.

1. Introduction

Sign Language Translation (SLT) is a multi-disciplinary
field, spanning various research domains, including Com-
puter Vision (CV), Natural Language Processing (NLP)
[4, 40, 60], and Linguistics [18, 24]. The core objective of
SLT is to translate sign language input into spoken or writ-
ten text. This task has been studied for over two decades to
develop systems, aiming to overcome the communication
barrier between sign language users and those who rely on
spoken languages.

However, this is not an easy challenge due to the com-
plexity of sign language. Unlike spoken languages, sign
languages are multi-cue, meaning there are simultaneous
articulators that include hand shapes, facial expressions,

Figure 1. The BUTID dataset

body movements to convey different linguistic information
[5, 50]. Another significant challenge in sign language
translation is the scarcity of large-scale datasets. Com-
pared to spoken languages, which have shown significant
improvements with recent developments in NLP [16, 52],
based on vast amounts of text and speech data available,
datasets in sign language have been limited to less than 100
hours until recently [10, 12, 56].

Nevertheless, SLT research has improved significantly
over the past two decades. Starting with the earlier works
on Sign Language Recognition (SLR) [6, 49] and Contin-
uous Sign Language Recognition (CSLR) [17, 27, 59] sys-
tems, they are utilized in the prediction of glosses to extract
the intermediate discrete representation of a continuous se-
quence. With the advancements in deep learning [3, 55], the
literature on SLT has shifted towards the end-to-end trans-
lation works [9, 11, 26]. These techniques have evolved
the usage of the pre-trained transformer-based architectures
[14, 61]. These techniques have shown that leveraging a
pretrained model in textual domains results in significant
improvements over the translation capabilities over sign
language data.



Despite these advancements, SLT still has several per-
sistent challenges. As we have discussed, one major lim-
itation is the scarcity of large, diverse datasets necessary
for training machine learning models. However, this chal-
lenge has been tackled, and exponential improvements have
been obtained within the last 3-4 years with the develop-
ment of open-access data collection from YouTube or by
archives of TV channels [2, 28, 46, 51, 54]. Yet sign lan-
guages vary widely across different regions and communi-
ties, and collecting comprehensive datasets that capture this
diversity is resource-intensive, and researchers working on
less-studied sign languages may lack access to large-scale
resources similar to the aforementioned studies.

This is the case in Turkish Sign Language (TID) as
well. For TID, the first continuous sign language transla-
tion dataset was introduced in late 2024, namely the E-TSL
dataset [63], which consists of 24 hours of sign language
videos. However, the dataset is limited to the domain of
language use, being restricted to the educational domain.
To improve upon this, we propose the first large-scale open-
domain dataset for TID.

In this work, we introduce the BUTID dataset, com-
prising over 500 hours of video footage from open-access
YouTube content, capturing daily language use. The dataset
provides a representative lexical and structural alignment
between Turkish Sign Language and Turkish, addressing
the scarcity of large-scale sign language corpora. To follow
recent advancements in SLT, we establish baselines aligned
with contemporary research [25, 54], emphasizing the role
of models trained on the target language rather than the mul-
tilingual model.

2. Related Work
In this section, we will explore existing literature on sign
language translation datasets and methodologies.

2.1. Datasets
The earlier datasets on sign language processing emerged
in the early 2000s, primarily focusing on Sign Language
Recognition (SLR) [8, 47] and Continuous Sign Language
Recognition (CSLR) tasks [37, 56]. Most of these initial
datasets were collected under highly controlled environ-
ments, such as laboratories or studio settings, and rely on
labour-intensive annotations.

However, with the advancement in computer vision ar-
eas, the focus of data has shifted toward the collection of
real-world data [46]. One of the foundational datasets at
this is the RWTH-Phoenix Weather Dataset for German
Sign Language (DGS) [19]. Initially developed from video
footage of German weather forecasts, this dataset estab-
lished an early benchmark for SLT research. The origi-
nal version included only 3.25 hours of video footage with
1,980 sentence pairs; the later version, namely Phoenix-

2014T, expanded to 11 hours of footage and approximately
9,000 sign-sentence pairs as the first benchmark on SLT
[10].

With the recent advancement of deep learning, the usage
of large-scale data in training has shown significant perfor-
mance improvement within model performance [15, 38]. To
incorporate this, one of the first large-scale SLT datasets, the
BSL-1K dataset [1] represents a major leap forward, con-
taining 1 million sentence pairs and covering 1,060 hours
of footage. The BOBSL [2] dataset is further extended over
the BSL-1K dataset, featuring 1.2 million sentence pairs
and 1,467 hours of video content sourced from BBC broad-
casts. In this dataset, automatic sentence alignment was em-
ployed to map spoken language content to sign language
videos, which significantly reduced manual annotation ef-
forts while maintaining large-scale coverage [7].

For ASL, the YouTubeASL dataset [54] stands out as a
notable resource. This open-source dataset initially pro-
vided 900 hours of footage translated into English. Re-
cent expansions of the dataset, namely Youtube-SL-25 [51],
have increased the dataset size to 2,800 hours, covering
more than 25 sign languages. The other similar large-
scale datasets, including multilingual SLT, are the AfriSign
dataset, [22], and JWSign [21], which has 2530 hours of
Bible translations of 98 sign languages to demonstrate fur-
ther the importance of the scale of pretraining data in SLT.
You can see the collection of various datasets on SLT in Ta-
ble 1.

In the context of TID, the development of SLT datasets
has been more limited compared to other languages such
as ASL, BSL, or DGS. The Educational Turkish Sign Lan-
guage (E-TSL) dataset [63] presents the first continuous
dataset for TID. Although not matching the scale of larger
ASL datasets, E-TSL comprises approximately 24 hours of
TID footage, totaling 1,418 video clips featuring 11 differ-
ent signers. This dataset focuses on educational content,
specifically Turkish language lessons for 5th, 6th, and 8th
grades. Additionally, the YouTube-SL-25 dataset [51] in-
cludes 18 hours of TID videos, contributing to the available
resources for Turkish Sign Language. While these datasets
are smaller in scale compared to extensive ASL datasets,
they represent significant steps toward advancing SLT re-
search for TID.

2.2. Sign Language Translation

With the improvements in Neural Machine Translation
(NMT) [3, 32, 55], Camgöz et al. [10] have shown NMT-
based end-to-end SLT systems with the first public dataset,
Phoenix2014T, using a 2D-CNN + RNN-based approach.
Subsequent advancements in end-to-end translation sys-
tems, also known as sign-to-text models, introduced var-
ious novel methodology. Building upon this, Kim et al.
[26] proposed a similar end-to-end system but employed



Table 1. Overview of recent large-scale sign language translation datasets, including our BUTID dataset

Dataset Name Sign Lang. Spoken Lang. # Instances # Hours # Signers
YouTube-SL-25 [51] 25 SL Multi-lingual 2.16M 3,207 > 3,000
JWSign [21] 98 SL Multi-lingual N/A 2,530 > 1,500
BOBSL [2] BSL English 1.2M 1,467 39
YouTube-ASL [54] ASL English 610K 984 > 2519
BUTID TID Turkish 237K 536 27
OpenASL [46] ASL English 288 280 200
E-TSL [63] TID Turkish 1486 24 11
CSL-Daily CSL Chinese 21K 23 10
PHOENIX14T [10] DGS German 8,257 10 9

body key-point coordinates as input for their translation net-
works, evaluating their methods on a Korean Sign Language
dataset.

With the emergence of large language models (LLMs),
De Coster et al. [14] proposed a frozen pretrained trans-
former model by initializing a transformer translation
model with pretrained BERT-based [15] and mBART-50
[13] models to develop SLT systems.

As LLMs have advanced, the importance of pretrain-
ing has become increasingly evident, especially when
paired with large-scale resources such as BOBSL [2],
YouTubeASL [51, 54], and JWSign [21]. Transformer-
based pretraining strategies have become standard practice
for SLT tasks. Uthus et al. [54] demonstrated the poten-
tial of using the YouTube-ASL dataset for large-scale ASL
translation model training. They fine-tuned a T5 model [39]
on YouTube-ASL and subsequently fine-tuned it on smaller
benchmark datasets like How2Sign [12]. Rust et al. [42]
further improved performance on How2Sign by pretraining
a video encoder on YouTube-ASL, initialized from a self-
supervised image encoder model, namely Hiera-based [43]
architecture, trained with a masked autoencoding objective.

The most recent approaches employ pretraining strate-
gies for SLT that go beyond translation-based objectives.
Zhang et al. [61] proposed multiple training objectives,
such as alignment, while Wong et al. [57] suggested a
pseudo-gloss pretraining strategy that automatically ex-
tracts pseudo-glosses from sentences to pretrain the sign
encoder. Similarly, Gong et al. [20] demonstrated the effec-
tiveness of a vector-quantization-based pretraining strategy
with representation alignment pretraining with pretrained
LLMs.

3. The BUTID Dataset

In this section, we present our large-scale open-source
dataset for Turkish Sign Language (TID) translation, the
largest Turkish SLT dataset. This dataset includes 539 hours
of sign language video, automatically aligned with corre-
sponding to Turkish text, providing a large corpus for both

linguistic and computer science research.
The dataset comprises 237,718 video clips from 1,700

YouTube videos, featuring manually annotated captions
alongside signed translations specifically aimed at accessi-
ble content for individuals with disabilities in the ”Engelsiz
TRT” channel of Turkish Radio and Television (TRT) Cor-
poration. The captions and signed content used in our paper
were created by the Audio Description Association (Sesli
Betimleme Derneği — SeBeDer).

The dataset includes 15 main categories of television se-
ries, consisting of various genres from science fiction to his-
torical dramas, resulting in large lexical variation suitable
for representative SLT training. A total of 27 unique sign-
ers, who are Children of Deaf Adults (CODA) translators,
are featured throughout the dataset, with diversity in terms
of signing styles and individuals with age and gender varia-
tions.

3.1. Data Selection
The absence of exact alignment between signed content and
captions poses a significant challenge in developing sign
language translation datasets, primarily due to structural
and temporal differences between signed and spoken lan-
guages. These issues have been noted in the previous lit-
erature in the development of the SLT dataset [1, 2, 61].
Although these datasets have often included manual anno-
tation for the development of a solution, we propose an au-
tomatic procedure in this paper. The conversational nature
of the video content often includes natural pauses or gaps
in dialogue, which can facilitate semi-automated alignment.
We designed an alignment algorithm leveraging these natu-
ral dialogue gaps and pose estimation techniques, which we
will explain in detail in Section 3.3.

We collected our clips in two caption groups, namely
”single-caption translation” and ”multi-caption translation”
groups. In the ”single caption” group, we select the clips
with appropriate padding at the beginning and end of cap-
tions. This enables us to locate where the signing starts and
ends without any noise around translation. In the ”multi-
caption” translation, we merge the subsequent sequences



Figure 2. Visualization of sign language translation alignment. The yellow rectangle highlights the caption duration, followed by the
padding duration in blue. The red section represents the original time duration of the subtitles. The green rectangle indicates the selected
signing duration after filtering out inactive frames. The figure includes raw video frames, corresponding pose representations, and the final
subtitle output, demonstrating the alignment between visual signing and textual translation.

with brief pauses of less than 2 seconds in between to lo-
cate sequences with no conversational turns between source
video content.

3.2. Dataset Preprocessing
We employed three main preprocessing methods for both
text and signed video content.
Signer Box Annotation. In all videos, signers appear in
the bottom-right corner of the videos; the bounding box
detection must be done for isolating signing activity. We
have done bounding box annotations for each video semi-
automatically.
Text Cleaning. There are various descriptive captions in the
subtitle file, so we applied text cleaning methods, where we
removed captions like songs, speaker-denoting descriptors,
and conversational turn-denoting non-alphabetic characters.
Initializing Proper Nouns. The proper names of people
are transformed into their initial letter, such as for the name
”Ahmet”, it will be transformed into ”A.”. This is the gram-
matical strategy utilized in TID as well as other sign lan-
guages [33].

3.3. Sign-Caption Alignment
Aligning captions with the corresponding sign sequences
was one of the most challenging issues of dataset creation.
Since sign sequences are the result of live interpretation,
the boundaries of sign videos often do not overlap with
caption start and end points, resulting in the extraction of
mismatched and noisy content pairs affecting the transla-
tion performance. We designed an alignment algorithm, as

illustrated in Figure 2. The algorithm detects sign bound-
aries using captions and pose estimation, identifying active
frames and applying temporal pruning [34].
Caption Gap Detection: Identify captions with gaps of
more than two seconds before the next caption sequence and
captions themselves with durations exceeding two seconds.
Sequence Extraction: Extract the video sequence starting
from the caption’s timestamp and extend it by 1500 ms be-
yond the caption’s end to account for potential interpreta-
tion length without overlapping with the next sequence.
Active Signing Detection: Apply pose estimation within
the signer’s bounding box to identify active frames where
the signer’s hands are positioned one third of the distance
between hip and shoulder, indicating signing activity. Use
the leftmost and rightmost active frames to determine the
signing subsequence.

3.4. Dataset Statistics

After filtering the subtitles, we selected sequences totaling
approximately 536 hours of sign language footage. The fi-
nal dataset comprises 237,718 video clips extracted from
1,734 unique videos. Clips vary in duration between 3 to
20 seconds, with our caption-based selection algorithm fil-
tering out any segments exceeding 20 seconds. You can
find the duration distribution across clips in Figure 3. The
sentence alignment process was then applied, which helped
create a more evenly distributed clip duration across the
dataset. This alignment process yields a balanced represen-
tation of shorter and longer sequences, addressing the initial
skewed distribution seen in the raw data. However, the word



Figure 3. Comparison of raw and aligned duration distributions
(in seconds) for video clips in the BUTID dataset, illustrating the
effect of alignment on clip length frequency.

distribution on the clips, shown in Figure 4 is less affected
by this realignment.

Overall, the dataset contains 121,463 unique words, en-
compassing a diverse range of morphological variations in-
herent to the Turkish language. Notably, 91,033 words ap-
pear fewer than five times, with 56,655 occurring only once
(singletons), accounting for 74.95% and 46.64% of the vo-
cabulary, respectively. This high proportion of rare and sin-
gleton words is challenging from an SLT perspective.

Figure 4. The word distribution per clip of BUTID

3.5. Categorical Distribution
Figure 5 illustrates the categories of the clips, which are ex-
tracted from TV content. While drama, action, and comedy
are the most common categories, the dataset’s diversity en-
sures a rich vocabulary. Additionally, the channel features
substantial historical content, including Ottoman Turkish
lexicons, adding language complexity. Therefore, we ex-
cluded these videos during the prior filtering process.

4. Translation Method
In this section, we introduce our sign language transla-
tion (SLT) method, which leverages LLM-based translation
similar to translation methods proposed in recent studies
[25, 42, 54] using frame-level pose representations as vi-
sual features. We detail the architectural framework and

Figure 5. The categorical distribution across clips of BUTID

key parameters guiding our approach.

4.1. Visual Features
Pose Estimation. The estimations are done via the Medi-
aPipe library’s [31] Holistic module with model complexity
set to 2, and minimum tracking confidence and minimum
detection confidence values set to 0.3.
Keypoint Selection and Normalization. Frame-level pose
normalization was applied separately for each cue, using
min-max normalization on the x, y, and z coordinates in-
dividually. In our final keypoint selection, we utilized all
available landmarks for the hands. For the body pose, we
selected 20 points focused on the upper body. Additionally,
for facial landmarks, we chose 35 points, following the ap-
proach of Uthus et al. [54]. In total, there are 255 visual
features.

4.2. SLT Architecture
The models that utilize pretrained large language models
in SLT implement a feature projection layer for mapping
visual features extracted from sign language videos into the
token space of the pre-trained language model using a linear
layer before feeding into the network. This projection layer
inputs a matrix of visual features, defined as V ∈ RT×Dv ,
extracted from a sign language video, where T denotes the
number of time steps (frames) and Dv is the dimensionality
of the visual feature vectors.
Sign Encoder. For this experiment, we have utilized a pro-
jection layer which is two MLP layers with GeLU activation
function [23].
Encoder-Decoder-based SLT. We employ the pretrained
encoder-decoder T5 model [39] as proposed in the
YouTubeASL dataset [51, 54, 61]. This approach uses nor-



Table 2. Dataset Splits of the BUTID Dataset

Metric Single Caption Multi-caption
Train Dev Test Train Dev Test

# clips 108,530 5,540 5,554 106,665 5,717 5,712
# hours 138.47 6.54 6.57 346.96 18.86 18.91
Avg. clip duration (seconds) 4.59 4.32 4.33 11.71 11.77 11.79
Avg. text length (char) 29.92 27.15 27.22 114.23 114.54 115.20
Avg. text length (token) 6.03 5.61 5.64 22.27 22.37 22.49
Avg. sentences 1.12 1.12 1.14 3.99 4.01 4.03

malized pose data embedded through a linear projection
layer. The model is pretrained on the YouTubeASL dataset
and fine-tuned on the How2Sign benchmark [12] for en-
hanced SLT performance.

4.3. LLM Backbone
In these experiments, we will be using the multilingual
T5 model to provide a baseline LLM architecture for our
dataset.
mt5-small. [58] The model builds upon the T5 architecture
[38], expanding its parameter count to approximately 800
million. Each model is trained on the mC4 corpus, where
1.1% of the data is in Turkish, differing in the number of
parameters in the architecture. We utilize T5 for a direct
comparison between model parameter size with the same
training strategies as well as the replicability purposes of
[54, 61].

4.4. Augmentations
Random Drop. Random drop reduces the length of input
sequences by removing a percentage of frames. This opera-
tion mimics scenarios where frames are missing or skipped
during video recording or preprocessing. A random per-
centage of frames, between 10% and 30%, is selected for
removal.
Skip Frames. Skip frame augmentation reduces the frame
rate by selecting every other frame in the input sequence,
similar to [51], we utilize this method for replicating un-
detected poses from the frames with blur or high-velocity
movement.
Cue Masking. Cue masking applies artificial occlusion to
specific cues, such as hand, pose, or face landmarks, simi-
lar to Jang et al. [25]. A random percentage of cues, rang-
ing from 10% to 30%, is selected for masking, simulating
scenarios where parts of the signer’s body are obscured by
motion blur, poor lighting, or camera angles.

4.5. Paraphrasing
Turkish exhibits significant word-order variation [35],
which complicates BLEU Score evaluation due to its re-
liance on exact n-gram sequences. This often results in

artificially low scores despite semantically correct transla-
tions. To address this, we employed the TURNA model
[53], fine-tuned on the Turkish subset of OpenSubtitles2018
[30]. This dataset aligns well with our dataset, helping
TURNA better handle variations in the Turkish language
and improve evaluation reliability in caption setting. We
use paraphrasing inferences both for augmentation and as
target translations.

5. Experimental Setup

In this section, we detail our experimental setup, covering
dataset creation, training procedures, and evaluation proto-
cols.

5.1. Dataset Splits

To ensure a fair evaluation and account for translation
length differences, we developed two subsets: ”Single-
Caption” and ”Multi-Caption”, stemming from our data
collection strategies. The Single-Caption subset comprises
short captions averaging 3–5 seconds, offering limited con-
text. In contrast, the Multi-Caption subset includes se-
quences averaging 9–13 seconds, providing richer contex-
tual information. This distinction is done as translation per-
formance can vary with input length and may lead to bias in
the decoding process.

We created three distinct dataset splits for each subset as
train, development (dev), and test. These splits were care-
fully stratified based on the original video clips, ensuring
each split maintained a consistent and uniform distribution
of topics. As seen in Table 2, the average clip duration and
text length are also matching across our subsets.

5.2. Training Details

The training was done for 20,000 steps on 4 AMD MI250x
GPUs with a per-device batch size of 8 for all models. Gra-
dients were accumulated over 8 steps in a total of 128 batch
sizes per iteration. The training is initialized with warmup
training for 1000 steps with a weight decay of 0.001. The
learning rate of 0.0001 was used, and optimization was per-
formed using Adafactor [45].



Table 3. Baseline results for SLT on the BUTID Development and Test datasets. Metrics: B-1 to B-4 denote BLEU-1 to BLEU-4 scores,
R-L represents the ROUGE-L metric, and BERT indicates the Mean F1 score of BERTScore.

Subset Aug
Development Set Test Set

BLEU Scores R-L BERT BLEU Scores R-L BERTB-1 B-2 B-3 B-4 B-1 B-2 B-3 B-4
Single-Caption ✗ 26.26 5.89 2.98 1.66 17.27 49.34 25.88 5.61 2.89 1.58 16.66 49.16

✓ 24.69 4.48 2.19 1.07 14.19 47.91 24.13 4.20 2.27 1.40 12.69 47.41
Multi-Caption ✗ 37.34 11.75 5.04 2.40 22.27 51.06 37.61 11.79 5.19 2.42 22.16 50.96

✓ 39.05 13.04 5.86 2.84 24.11 52.33 39.31 13.20 6.02 2.88 23.98 52.31

5.3. Evaluation Metrics
BLEU. [36] (Bilingual Evaluation Understudy) is a met-
ric widely used to objectively assess machine translation
quality by comparing candidate translations to one or more
reference translations. It calculates modified n-gram pre-
cision by measuring the overlap of n-grams, from 1 to 4
grams, between candidates and references while limiting
over-counting
ROUGE. [29] (Recall-Oriented Understudy for Gisting
Evaluation) is a widely-used metric for assessing machine-
generated summaries or translations by measuring textual
overlap with human reference texts. We will be using
ROUGE-L metric, which assesses the longest common sub-
sequence capturing sentence-level similarity.
BERT Score. [62] evaluates translation quality by comput-
ing cosine similarity between contextualized token embed-
dings from pre-trained BERT models, generating precision,
recall, and F1 metrics. 1

5.4. Generation Configuration
During inference on both development and test sets for both
architectures, beam search with 4 beams was employed, ap-
plying a length penalty of 1.0 and preventing the repetition
of any 3-gram sequences in the output. The decoder was al-
lowed to generate up to 128 new tokens, with early stopping
enabled to terminate generation upon reaching the end-of-
sequence token.

6. Experimental Results
Table 3 summarizes the baseline results on the BUTID de-
velopment and test datasets.

The Single-Caption setting yields the worst performance
across all metrics, primarily due to the shorter sentence du-
ration providing less contextual information for the model.
This is particularly evident in the BLEU-3 and BLEU-4
scores, which heavily rely on longer n-grams and thus suf-
fer when the available content is limited, namely an aver-

1More recently, metrics like BLEURT [44] or COMET [41] have been
introduced to address these limitations by incorporating semantic repre-
sentations on sentence similarity; however these metrics are not available
in Turkish.

age of 3 seconds or 75 frames. Additionally, the ROUGE-L
and BERT Score metrics also indicate weaker performance
compared to the Multi-Caption setting. We hypothesize that
this occurs due to the limited contextual information within
the signing sequence.

Further, augmentation impacts performance differently
depending on the caption type. In the Single-Caption set-
ting, augmentation slightly decreases performance, as seen
in the decrease of BLEU-4 from 1.66 to 1.07 in the Devel-
opment Set and from 1.58 to 1.40 in the Test Set. This fur-
ther suggests that the lack of contextual continuity in single-
caption inputs restricts the benefits of augmentation. In con-
trast, in the Multi-Caption setting, augmentation leads to
a more significant improvement across all evaluation met-
rics. For example, BLEU-4 improves from 2.40 to 2.84 in
the Development Set and from 2.42 to 2.88 in the Test Set.
This demonstrates that when more contextual information
is available, sign language augmentations have increasing
performance effects for our dataset.

6.1. Effect of Sign Augmentation and Paraphrasing
We have also applied augmentation to both signing se-
quences and text translations to analyze their impact on SLT
performance. However, due to the constraints of the para-
phrase generation model, which was trained on a caption-
based dataset, we limited textual augmentation to single-
caption sequences.

Table 4. Effect of sign augmentation and paraphrasing on SLT
performance for the BUTID Test dataset.

Paraphrase Augment B-4 R-L BERT
✗ ✓ 1.40 12.69 47.41
✓ ✗ 3.42 22.23 53.22
✓ ✓ 2.72 17.99 51.14

As shown in Table 4, paraphrases generated by TURNA
model [53] significantly improves translation quality. When
paraphrasing is applied without sign augmentation, BLEU-
4 improves from 1.40 to 3.40, ROUGE-L increases from
12.69 to 22.23, and BERTScore rises from 47.41 to 53.22.
This highlights the positive impact of paraphrasing on trans-



Figure 6. Examples of predicted and ground truth (GT) sentences for Turkish Sign Language translation. Each example consists of sign
language video frames, the predicted sentence (Pred), the ground truth sentence (GT), and their corresponding translations in English.

lation fluency and semantic consistency. However, combin-
ing paraphrasing with sign augmentation leads to a decreas-
ing effect in BLEU-4 (3.40 → 2.72) which aligns with our
previous findings on the effect of sign augmentation.

6.2. Qualitative Analysis

As we have discussed, translation into the Turkish language
poses challenges for surface-level matching evaluation met-
rics like BLEU. The extensive morphological variations of-
ten result in mismatches, even when the root words re-
main the same. Additionally, the flexible word order af-
fects n-gram-based evaluations, particularly for BLEU-3
and BLEU-4, as changes in word arrangement disrupt ex-
act phrase matches.

Figure 6 illustrates the challenges of using BLEU scores
for evaluating Turkish Sign Language (TID) translations,
particularly due to the agglutinative nature of Turkish and
flexible word order. In each example, the predicted sen-
tence (Pred) is compared against the ground truth (GT), yet
all translations receive a BLEU-4 score of 0, despite their
semantic similarity. This demonstrates how BLEU, which
relies on exact word matches and fixed n-gram sequences,
struggles to capture meaning when variations in word order
and morphology occur.

7. Conclusion

We introduced a large-scale open-domain dataset for Turk-
ish Sign Language (TID) Translation (SLT), comprising
536 hours of sign video, segmented into 237,718 clips from
1,734 videos. The videos consist of two subsets, namely
”single-caption” and ”multi-caption” datasets, where the
captions are loosely aligned with the videos. As a bench-
mark, we utilized LLM-based architecture for sign language
translation, establishing the language-specific requirements
of SLT systems. Additionally, we integrated sign and text
augmentation, adapting to Turkish’s agglutinative morphol-
ogy and flexible word order to enhance translation perfor-
mance. In summary, we developed a Turkish SLT bench-
mark informed by recent literature, leveraging modern ar-
chitectures and multimodal augmentations. We aim to im-
plement a decoder-based LLM that leverages contextual in-
formation from other textual sources. Given the importance
of context in recent studies [25, 48] and our findings on
the single-caption subset’s limitations, embedding previous
contextual cues will be a key focus for improving transla-
tion quality. One limitation of the dataset is loose alignment
between captions and video, especially in the multi-caption
setting. Our future work will involve providing better align-
ment. We aim to further work on this data to provide a
multi-disciplinary research ground for TID.
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[53] Gökçe Uludoğan, Zeynep Balal, Furkan Akkurt, Meliksah
Turker, Onur Gungor, and Susan Üsküdarlı. TURNA: A
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